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Abstract

Credal sets containing coherent conditional probabili-
ties defined by Hausdorff measures on the Borel sigma-
field of metric spaces with bi-Lipschitz equivalent met-
rics, are proven to represent merging opinions with
increasing information.
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1. Introduction

A new model of coherent upper conditional previsions
defined in a metric space by Hausdorff outer measures
has been introduced to represent partial knowledge ([8],
[9]1,[10], [11], [14]). The conditioning event represents the
piece of information we have and the complexity of infor-
mation is expressed in terms of Hausdorff dimension of the
conditioning event. A natural question is to investigate the
relation between partial knowledge produced in different
metric spaces by the same piece of information. Hausdorff
dimension where introduced in probability theory [2] to
compute the dimensions of various sets where the strong
low of large number is violated in a Markov chain. Haus-
dorff measures of subsets with respect to different metrics
can be very different and the same subset can have differ-
ent Hausdorff dimensions. If the metrics are bi-Lipschitz
equivalent then a set has the same Hausdorff dimension
in the two metric spaces and the Hausdorff measures are
proven to be mutually absolutely continuous.

We prove that, if the metric space (Q,d), where Q is a set
with positive and finite Hausdorff outer measure in its Haus-
dorff dimension, and d’ is any metric bi-Lipschitz equiv-
alent to d, and so topologically equivalent to d, then the
conditional probabilities defined by Hausdorff measures on
(Q,d) and on (,d’) are mutually absolutely continuous.
So given a metric space (Q,d) and a set B with positive and
finite Hausdorff outer measure in its Hausdorff dimension,
we can consider the credal set Kp of conditional probability
measures defined by Hausdorff measures, which are mutu-
ally absolutely continuous with respect to the conditional
probability defined by Hausdorff measures with respect the
metric d. In [3] it is proven that distance between two con-
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ditional probabilities P(-|G,) and Q(-|G,) defined on the
same o-field goes to zero, except on a Q-probability zero
set, if O is absolutely continuous with respect to P. This re-
sult, based on martingale convergence theorem, establishes
merging of opinions with increasing information. Weak
merging notions have been investigated in [18]. The aim of
this paper is to verify if a similar result holds for coherent
conditional prevision defined by Hausdorff measures. with
respect to bi-Lipschitz equivalent metrics.

2. Coherent Upper Conditional Previsions

Let Q be a non empty set, let B be a partition of Q and
denote by £(Q), the family of all subsets of Q . A random
variable is a function X : Q — R = RU {—o0, 4o}, let
% (Q) be the class of all random variables. % () is not a
linear space in fact, if random variables take values —oo, 4-c0
then the sum between two of them can be not defined (when
for the same @ one takes value +oo and the others —eo). Let
L(Q) C 7% () be the linear space of all bounded random
variables defined on Q; for every B € B denote by X|B the
restriction of X to B and by sup(X|B) the supremum of
values that X assumes on B. Let L(B) be the linear space
of all bounded random variables X|B. Denote by I4 the
indicator function of any event A € @(B), i.e. [1(®w) =1
if € A and Iy(w) =0 if @ € A°. For every B € B let
 (B) be a linear space of random variables X |B with
X € % (Q). Coherent upper conditional previsions P(-|B)
are real valued functionals defined on a linear space % (B).

Definition 1 Coherent upper conditional previsions are
functionals P(-|B) defined on a linear space ¥ (B) with
values in the real number, such that the following axioms
of coherence hold for every X and Y in ¢ (B) and every
strictly positive constant A:

1) P(X|B) < sup(X|B);
2) P(AX|B) = AP(X|B) (positive homogeneity);
3) P(X +Y|B) < P(X|B)+P(Y|B) (subadditivity).

If J# (B) coincides with L(B) the previous definition
is the definition of coherent upper conditional prevision
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given in Walley [23], [24]. Suppose that P(X|B) is a co-
herent upper conditional prevision on .# . Then its conju-
gate coherent lower conditional prevision is defined by the
conjugacy property P(X|B) = —P(—X|B). If for every X
belonging to . (B) we have P(X|B) = P(X|B) = P(X|B)
then P(X|B) is called a coherent linear conditional previ-
sion and if ¢ = L(B) it is a linear, positive and positively
homogenous functional in the sense of de Finetti [5] [6],
Regazzini [20][21] and Walley [24, Corollary 2.8.5].

From axioms 1)-3) and by the conjugacy property we
have that

1 <P(Ig|B) < P(Ig|B) < 1
so that
P(Ig|B) = P(Ig|B) = 1

In Walley [24] the functionals P(X|B) defined for B €
B and X € L(B) satisfying axioms 1)-3) and such that
P(Ig|B) = 1 are called separately coherent.

The unconditional coherent upper prevision P = P(-|Q)
is obtained as a particular case when the conditioning event
is Q. Coherent upper conditional probabilities are obtained
when only 0-1 valued random variables are considered.

Definition 2 Given a partition B and a random variable
X € L(Q), a coherent upper conditional prevision P(X|B)
is a random variable on Q equal to P(X|B) if ® € B.

Definition 3 A bounded random variable X € L(Q) is
called B-measurable or measurable with respect to a parti-
tion B of Q if it is constant on the atoms of the partition.

The following necessary condition for coherence holds
[24, p. 292]:

Proposition 1 If P(X|B) is a coherent linear previsions for
every B that belongs to a partition B of Q then P(X|B) = X
for all random variables X € L(Q) that are B-measurable.

2.1. Coherent Conditional Prevision and Conditional
Expectation

In the axiomatic approach [1, Section 34] conditional ex-
pectation is defined with respect to a o-field of conditioning
events by the Radon-Nikodym derivative.

Let F and G be two o-field of subsets of Q with G
contained in F and let X be an integral random variable.
Let P be a probability measure on F; define a measure
v on G by v(G) = [;XdP. This measure is finite and
absolutely continuous with respect to P. Thus there exists
a non-negative function, the Radon-Nikodym derivative
denoted by E[X|G], defined on Q, i) G-measurable, ii)
integrable and satisfying the functional equation:

iii) [, E[X|G)odP = [;XdP with G € G
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The Radon-Nikodym is a non-negative function but it
is not restrictive to use it to define conditional expectation
for any random variable. In fact if X is non-positive, it can
be decomposed in X = X+ — X~ where X is its positive
part and X~ is its negative part which are non-negative
functions given by:

Xt=0vX; X =(-Xx)*

and V is the maximum. The function E[X|G] = E[X|G] —
E[X|G] satisfies the properties i), ii), iii). This function is
unique up to a set of P-measure zero and it is a version of
the conditional expected value.

The next theorem, proven in [12] shows that every time
the o-field G is properly contained in F and it contains
all singletons of [0, 1] then the conditional prevision de-
fined by the Radon-Nikodym derivative is not coherent. It
occurs because one of the defining properties of the Radon-
Nikodym derivative is to be measurable with respect to
the o-field of the conditioning events and this requirement
contradicts the necessary condition for the coherence of a
linear conditional prevision recalled in Proposition 1.

Theorem 1 Ler Q = [0, 1]" and let F and G be two G-field
of subsets of Q such that G is properly contained in F
and it contains all singletons of Q. Let B be the partition
of singletons and let X be the indicator function of an
event A belonging to F — G. If we define the conditional
prevision P(X|B) equal to the Radon-Nikodym derivative
with probability 1, that is

P(X|B) = E[X|G]

except on a subset N of [0, 1]" of P-measure zero, then the
conditional prevision P(X|B) is not coherent.

3. The Model

A new model of coherent upper conditional probability
based on Hausdorff outer measures on a metric space has
been introduced for bounded and unbounded random vari-
ables [14].

Hausdorff outer measures are examples of outer mea-
sures defined on a metric space.

Let (Q,d) be a metric space. The topology 7 in-
duced by the metric d contains the empty set and the sets
which are countable or finite unions of the sets D,(x) =
{0 e Q:d(w,x) <r} withr >0 and x € Q. These sets in
the topology 7 are called open sets. The Borel o-field #
is the smallest o-field containing all open sets of Q.

The diameter of a non-empty set U of Q is defined as

|U| = sup{d(x,y) TX,YE U} and if a subset A of Q is such
that A C |J;U; and 0 < |U;| < 8 for each i, the countable

class {Ul-} is called a d-cover of A.
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Let s be a non-negative number. For 0 > 0 we define
hy 5(A) = infy; |U[', where the infimum is over all §-
U,-}.

The Hausdorff s-dimensional outer measure of A ([22],
[17]) denoted by A*(A), is defined as

covers {

h*(A) = lims_,ohy 5(A).

This limit exists, but may be infinite, since A, 5(A) in-
creases as 8 decreases. '

A subset A of Q is called measurable with respect to the
outer measure /#° defined on ©(Q) if it decomposes every
subset of Q additively, that is if

W(E)=hANE)+h(A°NE)

for all sets E C Q.
Hausdorff outer measures are metric outer measures, that
is if £ and F are positively separated, i.e.

d(E,F)=inf{d(x,y):x€E,ye F} >0.
then
W(EUF)=h(E)+h(F).

By Theorem 1.5 of Falconer [17] since Hausdorff outer
measures are metric outer measures then all Borel subsets
of Q are measurable.

For any set E the Hausdorff outer measure #°(E) is non-
increasing as s increases from 0 to +oo

The Hausdorff dimension of a set A, dimg(A), is defined
as the unique value, such that

h(A) =00if 0 <s < dimy(A),
W(A) =0if dimp(A) < s < oo.

The following theorem has been proven in [8].

Theorem 2 Let (Q,d) be a metric space and let B be a
partition of Q. For B € B denote by s the Hausdorff dimen-
sion of the conditioning event B and by h’® the Hausdorf{f s-
dimensional outer measure. Let mp be a 0-1 valued finitely
additive, but not countably additive, probability on $(B).
Thus, for each B € B, the function defined on (B) by

S (ANB)

h%(B)
mp (A N B)

if 0<h(B)< oo

P = | if 1(B) € {0,+o0}

is a coherent upper conditional probability.

The coherent upper unconditional probability P =
defined on (Q) is obtained for B equal to Q.

If B € B is a set with positive and finite Hausdorff outer
measure in its Hausdorff dimension s the set function p de-
fined for every A € @(B) by 1j(A) = h;l(sA(gf)
upper conditional probability, which is

is a coherent
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a) monotone, that is u;(@) = 0 and if A, B € . with
A C B then pig(A) < pug(B),

b) submodular or 2-alternating, thatis L(AUE)+ 1 (AN
E) < u(A)+ u(E) for every A,E € o(B),

) continuous from below that is lim; . L(A;) =
L (lim;_,e A;) for any increasing sequence of sets {A;},
with A; € o(B)

and such that its restriction to the o-field of all u; mea-
surable sets is a Borel regular countably additive probabil-
1ty.

If B € B is such that 4°(B) € {0,+cc} then the coherent
upper conditional probability is defined by a 0-1 valued
finitely additive, but not countably additive, probability
mp on (B). The existence of mp is a consequence of the
prime ideal theorem and any mp is coherent. 0-1 valued
finitely additive probabilities are in correspondence one-to-
one with ultrafilter 7.

Definition 4 An ultrafilter <7 is a class of subsets of §(B)
such that

a) 0 ¢ o

b) AJEE o/ = ANE € o

c) Ac S ACECQ=Eco

d) YA € @(Q) either A € o or A° € &

Given an ultrafilter &7 C ¢(B) a 0-1 valued finitely additive
probability mg on (B) can be defined by mp(A) = 1 if
A€ o and mp(A) =0if A € .

Example 1 Let o be the ultrafilter of Q of sets whose
complement is a finite set. Then mg(A) = 0 if A is any finite
set and mg(A) = 1 otherwise.

Example 2 Let Q = 4, let &/ be the ultrafilter of Q
of sets whose complement is a finite set and let A =
{2n:n € A'}. Then by property d) of Definition 5 we can
assume mg(A) =1ifA € o andmgo(A°) =00rmg(A)=0
ifA° € o and mg(A°) = 1.

3.1. Coherent Upper Conditional Previsions for
Bounded and Unbounded Random Variables

Given a non-empty set Q and denoted by #(€), the family
of all subsets of Q, let . a class properly contained in
£(Q) containing Q.
The definition of Choquet integral given in [7] is recalled.
A monotone set function i :.¥ — R, =R, U {Jroo}

is such that u(®) = 0 and if A, B € ./ with A C B then
1(A) < u(B). Given a monotone set function it on . the
outer set function of [ is the set function u* defined on the
whole power set £(Q) by
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u*(A) =inf{u(B): BCA;B € S},A € p(Q)

The inner set function of u is the set function p, defined
on the whole power set £(Q) by

U« (A) =sup{u(B)[BCA;BeS},Ac p(Q)

LetX:Q— R=RU {—00, —|—°°} a random variable on
Q. Then the function

Gpux(x) = u{w €Q:X(w) >x}

is decreasing and it is called decreasing distribution func-
tion of X with respect to u. If u is continuous from below
then Gy x (x) is right continuous.

In particular the decreasing distribution function of X
with respect to the Hausdorff outer measures is right con-
tinuous since these outer measures are continuous from
below.

A function X : Q — R is called upper p-measurable
if Gy« x(x) = Gy, x(x) [7]. Given an upper yu-measurable
random variable X :Q — R with decreasing distribution
function G, x (x), the Choquet integral of X with respect to
u is defined if u(Q) < oo through

[Xdu = [ (Gux(x) = (Q))dx + [y Gy x (x)dx

where the integrals in the second member of the formula
are Riemann integrals.

The integral can assume real values or can assume the
values —oo, 400 Or it cannot exist.

Definition 5 Let Q be a set with positive and finite Haus-
dorff outer measure in its Hausdorff dimension s and let
& be the o-field of the h®*-measurable subsets of Q. An
-measurable random variable X is Choquet integrable
with respect to a monotone set function Uy, if the Choquet
integral is finite, that is

—oo < [Xdp < o0

Let L*(B) be the class of random variables which are
Choquet integrable with respect to p; and with respect to
the dual Ity; defined by

Fp(A) = up(B) — pp(A9).

In Theorem 11 of [13] L*(B) has been proven to be a linear
space.

Since Hausdorff outer measures are submodular by Den-
neberg [7, Proposition 9.3] L*(B) coincides with the linear
space of all absolutely Choquet integrable random variables
on B, i.e. the random variables X such that

—00 < st [p|X|dh® < 40 if 0 < h*(B) < o0

h(Q)

Since B has positive and finite Hausdorff outer measure
in its Hausdorff dimension s then L*(B) contains also all
constants. In [14] the following theorem has been proven:
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Theorem 3 Let (Q,d) be a metric space and let B be a
partition of Q. For B € B denote by s the Hausdorff dimen-
sion of the conditioning event B and by h® the Hausdorff s-
dimensional outer measure. Let mp be a 0-1 valued finitely
additive, but not countably additive, probability on (B).
Then for each B € B the functional P(X|B) defined on the
linear space L*(B) by

g JsXdh' if 0 <h(B) < oo

P(X|B):{ JpXdms i 1*(B) € {0,+e}

is a coherent upper conditional prevision if B has positive
and finite Hausdorff measure in its Hausdorff dimension
and it is a linear prevision whose restriction to events as-
sumes only the values 0-1 if B has Hausdorff outer measure
in its Hausdorff dimension equal to zero or infinity.

In Theorem 7 of [14] it is proven that coherent upper
conditional previsions defined by Hausdorff outer mea-
sures as in Theorem 2 satisfy the disintegration property
P(P(X|B)) = P(X) for every random variable X € L*(Q)
and for every partition, whose atoms are h*-measurable
where s is the Hausdorff dimension of Q.

4. Absolute Continuity of Coherent
Conditional Probability Measures Defined
by Hausdorff Measures

In this section probability measures defined on the Borel
o-field of a metric space (Q,d) by Hausdorff measures as
in Theorem 1, are proven to be absolutely continuous with
respect to any probability measure defined by Theorem
1 in a metric space (Q,d’') where d’ is a bounded metric
bi-Lipschitz equivalent to the metric d. It occurs because
events which have zero Hausdorff measure in a metric space
have also Hausdorff measure equal to zero in a metric space
with a bi-Lipschitz equivalent metric.

An example is given to show that probability measures
defined by Hausdorff measures in metric spaces that are
topological equivalent are not absolutely continuous.

Two different notions of equivalence can be considered
for metrics: Bi-Lipschitz equivalence [15] and topological
equivalence.

Definition 6 Let (Q,d) be a metric space; a metric d' on
Q is bi-Lipschitz equivalent to the metric d if there exist
two positive real constants &, B such that

ad'(x,y) <d(x.y) < Bd'(x,y)

Definition 7 Let (Q,d) be a metric space and let d’ be a
metric on Q; d and d' are topological equivalent if they
induce the same topology.
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Proposition 2 Let (Q,d) be a metric space and let d’ be a
metric on Q bi-Lipschitz equivalent to d, then d and d’ are
topological equivalent.

The following example shows that the converse is not
true.

Example 3 Let (R",d) be the Euclidean metric space and
let d’ be a metric on R" defined ¥x,y € R" by

d/(xy) _ _dxy) .

1+d(xy)’
d' is topological equivalent to the Euclidean metric d but it
is not bi-Lipschitz equivalent to d since there not exist two
positive real constants constants o, 3 such that od'(x,y) <

d(x.y) < Bd'(x,y)

Theorem 4 Let (Q,d) be a metric space, let d and d' be
two metrics on Q bi-Lipschitz equivalent and let h* and h}
be the s-dimensional Hausdorff measures defined respec-
tively in the metric space (Q,d) and (Q,d’), then there
exist two positive real constants &, 3 such that

ahi(E) < I (E) < i (E)

Proof The result follows by the definition of Hausdorff
outer measures and by the fact that the metrics are bi-
Lipschtz equivalent (see Lemma 1.8 of [17]). |

Theorem 5 Let (Q,d) be a metric space and let d' be a
metric on Q bi-Lipschitz equivalent to d. Then the Haus-
dorff dimension of any set A € @(Q) is invariant in the two
metric spaces (,d) and (Q,d")

The Hausdorff dimension of any set A € £(Q) is not
invariant with respect to two topological equivalent metrics
which are not bi-Lipschitz equivalent.

Example 4 Let Q = [0, 1] and let d be the Euclidean met-
ric

d(or, @) = |0 — o

and let d' the discrete distance, that is

0

U

d and d' are not topologically equivalent, in fact all subsets
of Q are open sets in the topology induced by d’ since
Dy(x)={weQ:d(w,x) <r}={x}ifr<1landD.(x)=
{weQ:d(w,x) <r}=Qifr>1, while singletons are
not open sets in the topology induced by the Euclidean
metric.

if =

otherwise.

d/(wl ) a)z)

Example 5 Let (R%,d) be the Euclidean metric space and
let d" be the metric defined by
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d"(x,y) = max{|x; —y1];|x2 — 2|}

where x = (x1,x2) and y = (y1,¥2).
Then d and d" are topologically equivalent.

The notion of boundness of a set depends on the metric.

Definition 8 A metric on Q is bounded if diam(Q) is
bounded. A metric space (Q,d) is bounded if d is bounded.

Proposition 3 Let (Q,d) be a metric space where Q has
positive and finite Hausdorff measures in its Hausdorff
dimension then (Q,d) be a bounded metric space.

Definition 9 Let u and v be two probabilities measures
on the same G-field F then Vv is absolutely continuous with
respectto U, L <<V, iff u(A) = 0= v(A) = 0 for every
Ae 2.

Theorem 6 Let (Q,d) be a bounded metric space where
Q is a set with positive and finite Hausdorff measure in its
Hausdor{f dimension, let B be a partition of Q and let
be the Borel c-field induced by the metric d. Let d’' be a
bounded metric on Q bi-Lipschitz equivalent to d. Then
for every B € B with positive and finite Hausdorff outer
measures in its dimensions in both metric spaces, the re-
strictions g and Vg on 9B of the coherent upper conditional
probabilities defined respectively in (Q,d) and (Q,d") as
in Theorem 1, are countably additive probabilities which
are mutually absolutely continuous.

Proof Since d’ is bi-Lipschitz equivalent, and so topologi-
cally equivalent, to d then d and d’ induce the same topol-
ogy and the same Borel o-field 4. Since d’ is a bounded
metric then by Theorem 9 Q has positive and finite Haus-
dorff measure in its Hausdorff dimension also in (Q,d’).
Let s be the Hausdorff dimension of B , let 4* and /] be the
s-dimensional Hausdorff measure in the two metric spaces
and let pup and vp be the two probability measures on %
defined by

7 (ANB)
h3(B)

I} (ANB)
H(B) -

up(A) and vg(A)

Since d’ is bi-Lipschitz equivalent to d by Theorem 9 we
have that there exist two positive real constants & and 3
such that

_ i

av(A) = Q) < u(A)

so that v(A) = 0 implies 1 (A) =0 and u(A) = 0 implies
V(A)=0. ]
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5. Credal Sets of Coherent Countably
Additive Conditional Probabilities Defined
by Hausdorff Measures with Respect to
Bounded Bi-Lipschitz Equivalent Metrics

In this section we prove that distance between coherent
conditional probabilities defined by Hausdorff measures
with respect to metrics which are bi-Lipschitz equivalent
goes to zero when the information increases. So the credal
set [19] containing all these coherent conditional probabil-
ities represents opinions which merge when information
increases [3].

Definition 10 Let (Q,d) and (Q,d;) be two metric spaces
and let B be a partition of Q. Let B € B be a set with positive
and finite Hausdorff outer measures in its dimensions in
both metric spaces and denote by g and vé the coherent
conditional probabilities defined on the Borel G-field 9 by
Theorem 1 in the two metric spaces. The distance between
Uup and vé is defined by

sup (D) — V(D)

where the supremum is token over D €

In the paper of Blackwell and Dubins [3] it is shown
that, given a monotone increasing or monotone decreasing
sequence of o-fields {G,}, the distance between two con-
ditional probabilities defined in the axiomatic way on the
same o-field,, P(:|G,) and Q(-|Gy), goes to zero as n goes
to 4o except on a Q-probability zero set, if Q is absolutely
continuous with respect to P. This result is an application of
the Radon-Nikodym derivative and the generalized martin-
gale convergence theorem. In the next section martingales
with respect to coherent conditional previsions defined by
Hausdorff measures are introduced.

5.1. Martingales with Respect to Coherent
Conditional Previsions Defined by Hausdorff
Measures

Martingales are defined when coherent conditional previ-
sions are defined by Hausdorff measures and not by the
Radon-Nykodym derivative. Some generalized martingale
convergence theorems are proven.

The o-field F generated by a finite or countable partition
B of Q contains sets that are finite or countable union of the
atoms of the partition. It is the smallest o-field contains the
partition B. Then the coherent upper conditional prevision
P(X|F) is the random variable defined on € that associates
to each @ € Q the value P(X|F) = P(X|B) if ® belongs to
B.

Definition 11 Ler (Q,d) be a metric space, where Q is a
set with positive and finite Hausdorff outer measures in its
Hausdorff dimension s. Let {B,} be a sequence of Borel
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finite or countable partitions of Q and let F, be the o-
field generated by B1,B>,..,B,. We have that F,, C F,_
foralln € N and # =\J, F, the o-field generated by all
F, then % = AB. Let X1,X>,... be a sequence of Borel-
measurable random variables in L*(Q). The sequence
{(X,Fy) :n=1,2,...} is a martingale if

P(Xy41|Fn) = Xa.

Example 6 Let Z € L*(Q) and F,, non- decreasing Borel-
o-fields. Then

{(Xn,Fn) :n=1,2,..} ={P(X|Fp),n=1,2,...}
is a martingale relative to {F,.n=1,2,...}.

Remark 12 The difference with the axiomatic definition
(see for example [1, Section 35]) is that in Definition 16
the random variables X,, are not required to be measurable
with respect to the o-field of the conditioning events F,,.
Coherent conditional probabilities defined by Hausdorff
measure are countably additive since they defined on the
Borel o-field of the metric space (Q,d) and coherent condi-
tional previsions are defined for Borel measurable random
variables and so the Choquet integral coincides with the
Lebesgue integral.

5.2. Merging for Coherent Conditional Probabilities
Defined by Hausdorff Measures

In this section we investigate if coherent conditional proba-
bilities assigned by Hausdorff measures in different metric
spaces, whose metrics are bi-Lipschitz, merge with each
other. The following results hold since the restrictions, to
the class of Borel-measurable random variables, of coherent
conditional previsions defined in Theorem 4 are considered.
These restrictions are linear.

Denote by H,(w) the atom of the o-field F,, containing
.

Definition 13 Ler (Q,d) and (Q,d;) be two metric spaces
where Q is a set with positive and finite Hausdorff outer
measures in its Hausdorff dimension s. Let {B,} be a se-
quence of Borel finite or countable partitions of Q and let
F,, be the o-field generated by B1,B, ..,B,. Let H, € F, be
a set with positive and finite s-Hausdorff outer measures in
both metric spaces and denote by Uy, and v;',n the coherent
conditional probabilities defined on 98 by Theorem 2 in the
two metric spaces. Then Uy, merges to uliin along {F,},_,
if for all € > 0 there exists N = N(&, ) such that for all
n > N such that H, € F,, is a set with positive and finite
s-Hausdorff outer measures in both metric spaces and all
0c

|1 (A|Hy(0)) — 1 (A|H,(0))| < € for all A € .

Suppose that F,, are o-fields satisfying F{ C F, C ... C
F,,. If the union |J;,_, F,, generates the o-field F.., this is
expressed by F;, T Foo
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Theorem 7 Let Q be a set with positive and finite Haus-
dorff outer measure in its Hausdorff dimension and let Z is
a Borel-measurable random variable belonging to L*(Q).
If F, 1 Fe, then P(Z|F,) — P(Z|F) with probability 1
with respect to Ug.

Proof Since Z is a Borel-measurable random variable in
L*(Q) then P(Z|F,) by Definition 11 is a linear coher-
ent conditional prevision and by Example 6 the random
variables X, = P(Z|F,) form a martingale, according to
Definition 11. Since P(|X,|) < P(|Z|) then (by Theorem
35.4 [1]) the X,, converge to an integrable X. We have to
identify X with P(Z|F.). Let H be an atom of the o-field
F. with positive and finite Hausdorff measure in its Haus-
dorff dimension s equal to the Hausdorff dimension of Q.
By the uniform integrability it is possible to integrate to
the limit so that [;; Xdug = lin,— e [, Xndlo; since the
atoms H of the o-fields F, are Borel-measurable the coher-
ent conditional prevision satisfy the disintegration property
and we obtain

limn%er/HXnd[JQ:/HP(Z|Fn)duQ:/HZd[JQ

Therefore [; Xduq = [;; Zd g for all atoms H of F.. with
positive Hausdorff measure pq. |

The previous theorem is applied in the proof of Theorem
2 of the paper of Blackwell and Dubins [3] to assure that
conditional probabilities, defined by probability measures
which are absolutely continuous, merge when the cardinal-
ity of the o-field of the conditioning events increases.

Theorem 8 Let (Q,d) be a metric space where Q is a set
with positive and finite Hausdorff outer measure in its Haus-
dorff dimension s and let d; be a metric bi-Lipschitz equiva-
lent to d. Let B the Borel o-field of the metric spaces (Q,d)
and (Q,d;). Let H, € F, with Hausdor{f dimension equal
to s. Denote by h* and by h; respectively the s-dimensional
Hausdorff measure with respect to the metric d and d;. If
H has positive and finite s-dimensional Hausdorff outer
measure in the two metric spaces then define on 9 coherent
countably additive probability measures by

i (4) = = i

© hi(H)
Then ,u}, merges to [y.

I*(A)
h*(H)

and py(A)

Proof Since H has positive and finite Hausdorff outer
measure in its Hausdorff dimension s equal to the Haus-
dorff dimension of Q, the conditional probabilities u}; and
Uy are defined, on the Borel o-field £ of the two metric
spaces, by the s-dimensional Hausdorff measures which are
countably additive and mutually absolutely continuous by
Theorem 6. Then by Theorem 7 of this paper and Theorem
2 of [3] the distance between g}, and py goes to 0 when H
belongs to F.., that is 1}, merges to . |
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Remark 14 We can observe that if H has Hausdorff mea-
sure equal to zero or infinity, for instance if H is a countable
set, then a coherent conditional probability is defined in
Theorem 2 by a 0-1 valued finitely additive , but not count-
ably additive, probability and in this case Theorem 8 does
not hold; in fact there exist 0-1 valued conditional proba-
bilities which are mutually absolutely continuous but they
do not merge. An example is given in Section 6 of [3].

For each H atom of F., with positive and finite Haus-
dorff outer measure in its Hausdorff dimension s let gy
be the probability measure defined by Theorem 2 in (Q,d)
and let Ky = [}y, 17, ...] be the credal set of all coher-
ent countably additive probabilities y;, defined on % such
that each u}, is defined by a distance which is bi-Lipschitz
with respect to d. So each ,ué is absolutely continuous with
respect to tp. Then the credal set Ky represent the class
of the opinions of the individuals, which agree when the
information increases.

6. Conclusions

A natural interpretation of conditional probability is to rep-
resent subject’s belief or subject’s opinion about an event,
given information represented by a sigma-field or a parti-
tion. The result proven in [3] can be interpreted to imply
that if the opinion of two individuals, summarized by two
conditional probabilities, agree on events, which have posi-
tive probability with respect to the first conditional proba-
bility if and only they have positive probability with respect
to the second conditional probability, then after a finite
number of observations, they will become and remain close
to each other. If conditional probabilities are defined in a
metric space, as proposed in the present paper, different
individuals can define conditional probability in different
metric spaces. The proposed results show that if different
opinions are represented by coherent conditional probabili-
ties defined on the Borel o-field by Hausdorff measure in
different metric spaces, with metrics bi-Lipschtz equivalent,
then the distance between these conditional probabilities
goes to zero when the cardinality of the o-field of the
conditioning events goes to infinity. It is an example of
"‘merging of opinions with increasing information"’. The
result does not hold if the conditioning event has probabil-
ity equal to zero or infinity because in this case conditional
probability is defined by a 0-1 valued finitely additive, but
not countably additive probability and there are examples
of 0-1 valued probabilities, which are mutually absolutely
continuous but they do not merge. This result confirms the
idea, on which is based the model of conditional probability
proposed in Theorem 2, that an individual really updates
his opinion when the conditioning event is an unexpected,
that is an event with zero probability. The future aim of
this research is to investigate if a similar result holds for
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coherent conditional previsions defined on the class of all
Choquet integrable random variables.
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